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in enterprise

variety of applications L7y @




Passive network monitoring

rp Irphrpk I|L Citrix servers Load Balancers

Browser / Rich-Client Firewalls

Web Server va, Mainframe Database

3 Provides control over legacy -
i applications performace and availability



High Scale Solution

20Gbps - Combine multiple probes - Cluster Report server

20 000 Gbps

6xTCP

3XHTTP
3XHTTPs

8 core 16 GB 12-core 64 GB 16-core 96 GB 20-core 128 GB

~ dynatrace



1 minute resolution for all collected data

Near-real time alerting
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New decodes
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The MQ decode in action

10235 10740 10245 10250 10255

Service Queue Operation MQ

CWRECCRE IRPCWFRS WorkFlow

HISTOCPT IRPHRFR2 Pilotage Historique Relation Clientele

RECHPRTF IRRCOFR2 Referentiel Base Collaborateur

| - )
Business process...

Service endpoints
1dynatra Business application services .



Can the wire data be the APM? It just needs the application-speciic intelligence

ADP/LB Web App Middleware DB
] [ﬁﬁ"’i@
o
Web/Mobile t ‘
Users Dynatrace
Network Probe

508583 () SISNAPI SIEBEL. Avaya CTI

|
LSA RPC 1

DIAMETER g’é

webMethods
Websphere MQ EntireX % software~ Apache AJP M HUAWEI

- FIX
Ep|c EM R m \“ \Es!;%p INDEPENDENT - NEUTRAL

... extendable through the Universal Decode scriptable framework



Decode for custom protocol . ru

Jdynatrace dorum Pay transaction MFS 21.0817 00:00 MSK - 2

0817 2310 MSK

A% Exit full screen mode

ID checker
Operation User name = Operations Failures (total) Operation time with breakdown
GetSubscri Confirm PURCHASE 100337 Jrestcon/transactions/28201357 7055533349 1 0 229 ms
berinfo Char
= PURCHASE 100337 /restcon/transactions/28186045 7059007150 1 o 193 ms
PURCHASE 100337 J/restcon/transactions/28126046 7053007150 1 o 199 ms
PURCHASE 100346 /restcon/transactions/28126009 7059007150 1 i} 630 ms |
PURCHASE 100346 /restcon/transactions/28126613 7053007150 1 o 220 ms
Transaction step = Health index Operations with breakdown Operation time with breakdown Two-way loss rate Failures (total) g TR (e e e TS I I A 2D 7053007150 1 o 189 ms
PURCHASE 100346 /restcon/transactions/28126622 7053007150 1 o 206 ms
1) Purchase 100 % 349 2rzms 1 0% o
X PURCHASE 100346 /restcon/transactions/28186635 7059007150 1 o 189 ms
2) Confirm 52% M 5 3725 1 <01 % 1
~ PURCHASE 100346 /restcon/transactions/22126661 FO5300T50 1 (1] 192 ms
4} GetSubscriberinfo 8331% 657 k 791 ms 0% 1
PURCHASE 100346 /restcon/transactions/28197498 FT2739797 1 o 134 ms
5) Approve 100 % 258 235ms | 0% /]
X PURCHASE 10062 frestcon/transactions/28126082 7713828967 1 1] 232 ms
&) Credit-control 100 % 564 k 37 ms 0% o
5 PURCHASE 100337 Jrestcon/transactions/28186059 713828967 1 /] 229 ms
7} ConfirmCharge 100 % 101 162ms | 0% /]
PURCHASE 1003246 /restcon/transactions/28126672 7713828967 1 /] 213 ms
8) Status 100 % 2038 15,9 m5 0% o
PURCHASE 100346 /restcon/transactions/28126678 FT13828967 1 o 279 ms
Find in Transaction 5 -IEI
PURCHASE 100346 /restconstransactions/28186682 7713828967 1 o 203 ms
Find purchase in  Operation 4 5 6 24
Pi}-‘ transaction Operations + Slow operations + Failures % Refund Monitor
1) Purchase 2) Confirm 4) GetSubscriber__ 5) Approve 6) Credit-control 7) ConfirmCharge 8) Status Operation Operations - Failures (total} Operation time with breakdown
Operations Operations Operations Operations Operations Operations REFUND /restcon/transactions/22124197 1 o 184 ms |
349 6,57 k 258 6,64 k 101 208
REFUND /restoonstransactions/28198366 1 o 751 ms

o 58 [} 0 o 0 Find in Software sen
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Community developed decodes

H
o
i

community.dynatrace.cam & 0 I'I'I ] L

Website MNews Events Partner

"dynatrace Offerings Documentation Education Forums Downloads Support My Account Create CL ."'

Public DCRUM /... / DC RUM Extensions

. . . . . X # Edit © Watch [ Share £} Tools =
Bespoke application monitoring with the Universal Decode

' Have a bespoke enterprise app? Let us help you!

Dynatrace eXpert Services will address your application performance monitoring needs using the Universal Decode framework. Performance

monitoring solutions implemented for our customers already cover:

+ Apache AJP

« CTI- NEW!

¢ Epic EMR

« EntireX->ESB

e |50 B583

« SAU

+« SISNAPI - UPDATED!
e Tibco EMS

Do you need a monitoring selution for your bespoke application? Let us know!

(i) Basing on the decode scripts contributed to the Community or developing bespoke scripts when needed, Dynatrace eXpert Services
deliver a monitoring solution. That is, the engagement starts with the analysis of your needs, followed by feasibility study of
implementing the decode, then the decode script implementation, user training, and finally an ongoing support of the implanted
solution including the decode.



Moving legacy apps into a cloud ?




Agentless monitoring in the cloud — possible !




Apps of engagement and innovation

Based on technology stack that agents
can provides visibility down to technology stack and code level

“jdynatrace
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We've

Al-powered analytics

ifdynatrace

redefined monitoring. Our capabilities are unrivaled.

Full stack discovery

Fully automated

3
“§

Self-healing at scale



All important technology supported

Application performance

S,
—

Java

jetty://

Jetty

Scala

&

Tomcat

&

TomEE

A

Akka

}

)

A 1T ItTTUYT IS O~

JBoss

N

WildFly

€ spring

Spring

GlassFish

WEBLOGIC

Weblogic

(S)

Node.js

RA* LN

) (4

Grails

>

Play Framework

NET

NET
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Put yourself into the user’s seat

Rend ering breakdown of EasyTravel portal

Loading of index_php. Click any event or milestone for further information and screenshots.

@ Action duration

& Tolerating 1.82 5 ®— Frustrating 3.48 5

1
1
i
0s 1 0ss 15 155 25 255 35

1
1
: 5% a5 455
1
1
1
i

|
1

ER
1
1
i
1

© Navigationstart o ms @) Time to first byte 307ms @) HTML downloaded 380 s () DOM interactive 395s (@ Load event start 4535 @ Load eventend 489s @ Speedindex38s @) Visually complete 4325 (@ DOM changes

Details and loaded resources

Show me a screenshot and the loaded resources for the event | DOM change, 2415 >

Trip Destination \%
From Date ) i Y

Confidential, Dynatrace, LLC
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Visually complete” metric

ﬁ easylravel All applications @ Last 7 days

Business analytics User actions

100 user actions Filter user actions o
Each user action shows the performance metric used.
Showing the most recent user actions. Analyze the details in the resource waterfall.
User action Action group Failed Start time | Performance metric Threshold ¥ Details
M Loading of Page /j_invalidate_session Page Actions No 2017-05-30 10:53 | Visually complete: 121s 815s' hd
W click on "Book Now" on /orange.jsf Page Actions No 2017-05-3010:53 | Visually complete: 81.6s 8155’ e
Loading of Page /privacy-orange.jsf Page Actions No 2017-05-30 10:56 | Visually complete: 11.3s 7.83s' v
Loading of Page /legal-orange.jst Page Actions No 2017-05-30 10:56 | Visually complete: 11.3s 783s’' N7
Loading of Page /j_invalidate_session Page Actions No 2017-05-30 10:56 | Visually complete: 12s 7.83s' v
Loading of Page /forecast Page Actions No 2017-05-30 10:55 | User action duration: 11.6s 7.83s' v
M Loading of Page /contact-orange.jsf Page Actions No 2017-05-30 10:55 | Visually complete: 36s 7.83s' o
4755 4255 51ms 24 35 1.9 38ms Quickly assess how long it takes to complete the page, including
Response time Network contribution Server contribution First party Third party CDN exact time spent waiting for all visual page elements to load.

o Visually complete 36s
@— Tolerating 7.83s @—» Frustrated 31.3s H

355 H 40 455 505

| @ Navigation start - @ Request start 83ms @ Time to first byte 207ms @ H™ML downloaded s00ms @ DOM interactive 215 © speedindex 2835 @ DOM content loaded 34.95 @ DOM complete 4255 ® Load event start 4255 @ Load event end 4255 @) Action duration 4255

[l Frustrated threshold exceeded by 4695

See each stage in every page load, including browser-level performance data.
1 because of 2 low detectad bandwidth the threshold as was multiplied by a factor of 1.96

Show visit details ‘ ‘ Show waterfall
click on "Book Now" on /orange.jsf Page Actions No 2017-05-30 10:55  Visually complete: 11.4s 7.83s' v
W click on "Book Now" on /orange.jsf Page Actions No 2017-05-3010:55  Visually complete: 32.3s 783s! e o>

ifdynatrace



100% |

Visual completeness

0%

Speed Index metric

Good speed
index

time Visually
complete

Page starts rendering early
Large visible areas are

completed soon
Good user experience

ifdynatrace

100% |

Visual completeness

0%

Bad speed

Confidential, Dynatrace, LLC

Page renders very late

User sees an empty page
Bad user experience

Visually
complete

v
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Guided Application Analytics
From Baseline Violation to Root Cause!

— easylravel All applications @ Last 7 days

Applications PurePath analytics

All 10.3M

10.3k PurePaths
v Response time

See how different PurePath top findings evolve over time and analyze their relations.

Very slow 10.3k (® Showing data since March 7, 01:00 (1w)
Response time State
0.3/min 0.3/min
0.2/min 0.2/min
wv State
No errors 9.8k pAfmin pfmin
Detected errors 119 . - . .
o/min - _— | —
Failed 416 T Mar & Mar 9. Mar 10. Mar . Mar 12. Mar 13. Mar 14. Mar 15. Mar 7 Mar 8. Mar 9. Mar 10. Mar 1. Mar 12. Mar 13. Mar 14. Mar 15. Mar
Very fast Fast alan Mormal alan Slow  wlen Very slow Throughput Deployments Mo errors  alen Detectsd errors  wlen Failed Throughput Deployments
v Database
Chatty 52 Database Web service
Single long SQLs 147k 8.3/min 0.3/min
N+1 query problem 438
Overall DB time too high 7 o.2/min o.2min
v Web service 0a/min 0/min
e 5 L B _ - [ — H
Chatt 5 o/rmin a/min
¥ 7. Mar & Mar 9. Mar 10. Mar . Mar 12. Mar 13. Mar 14. Mar 15. Mar 7 Mar 8. Mar o. Mar 10. Mar 1. Mar 12 Mar 13. Mar 14. Mar 15. Mar
Slow 2.09k - _ o . ) ) . ) . . e ' ' ) . ——
Chatty sln Overall DB time toc high  wlan M+ query problem  sllaa Single long S0Ls Throughput Deployments Chatty High web service time sla High payload alas N+1calls  ala Slow Throughput Deployments

Al 21 ~alle 5T



All popular database platforms supported

ORACLE [eFINaRS
DATABASE

Real Application Clusters

B~ Microsoft
7 SOL Server

AN

MySaol:

AppMon Server Database Agents
on the Collector

On Linux / Windows / Unix



OneAgent for AppMon

&G ®O N

Webserver module Cloud-friendly .NET Core
insights for Apache and easy
and NGINX deployment



Technology overview

72 process groups running
Filter technologies

Start typing to filter technologies

Apache Cassandra monitoring

Process group &

Scala
1 process group

E 41

Processes

HAProxy

3 process groups

i O

Processes

Elasticsearch
11 process groups

Java
17 process groups

Apache Tomcat | Python

5 process groups

&S5
Processes

& 29

Processes

£29

Processes

4 proCess Broups

@5

Processes

Nginx

1 process group

Jetty

B Process groups

Ruby

3 process groups

&5

Processes

G 26

Processes

Al

Processes

Linux
1 process group

A2

Processes

NET

11 process groups

Apache HTTP
Server
1 process group

7 1

Process

NeT 14

Processes

CrU Connectivity Retransmissions Suspension GCtime  Details
Cassandra 441% 100 % 0.05 % = = ~
20% 4
10% 2
— e~ -
0% I T o
14:10 14:20 14:30 14:40 14:50 15:00 15:10 15:20 15:30 15:40 16:00 16:10
= | cpu ~ Number of processes

Jdynatrace

Process group details

confidential



ifdyn

Varnish cache monitoring

dynatrace € =2 O o

Services Varnish:8079 Details Service flow

Dashboards Showing service flow of requests to 'Varnish:8079'

today, 10:57 - 18:57
Cust: hart '
ustomn char Requests 912k of 1M

Reports Failed requests 1.54k of 11M

Filter service flow to show only these transactions that
contain the current call chain

Problems

User sessions

Log files e See every single request in PurePath
& nginxForCustomerFrontend (F | — view
Smartscape topology " . > -—

65 % response time contribution B 40 v BurePath
= / —— - Jiew
CPU profiler (code-level) / iew PurePaths

~ show more

Applications
e # EasyTravelBackendWebser... rd
Web checks & availability N . | N
_ _ 8.4 % response time contribution \ | 15
Transactions & services - | - )
2% easyTravel Customer Frontend
Databases 83 % call % easyTravel Customer Fron...
_ ) L H Requests calling easyT
Data center services 1x per request 79 % response time contribution \
L
W Avg. response time 261 ms
Hosts Average response time 261ms \ . \ .
Requests a2k |\ a= CouchDB_ET on port 5984 |\ : (@ | Avg time spent in called services 244 ms
Network g 1\ > Requests 912k
Average response time 279 ms 0.5 % response time contribution [ A Failed requests 154k
. L \ J D&
Technologies Requests 1M a
» Calls to other services 181k
7% easyTravel Customer Fron...
VMware »
.
(e : - e See every single request in
Asynchronous invocation
oS e — \ S PurePath view
OpenStack \ i 2 services v = -
A B . | > View PurePaths
Docker \ 0.2 % response time contribution 45
\ -
v show more
Deploy Dynatrace
Deployment status - \
(5 \ 3 5 services ~ \ [
Settings : P ) o ’ >
| No contribution available 27

confidential



Technology Support — Go

&4 influxd

View process group

-]

* Go (or golang) — 7 year old programming language

~ Properties

Type Go (174)
Process group influxd

* Some notable apps written in Go:

Bitness 64-bit
Executable influxd

Executable path Justibindinfluxd
« OpenShift

1 Service

« Kubernetes

- Docker 5.39 i 64 0.01x
Traffic Goroutines Suspension
7 orocess - O processes
: : : 100 %
* |Intended for server side usage — application / web comecity 015%  821ue

CPU Memory

@ Linux VM Gernot
]

System performance Go metrics Further details (]

CPU
100 %
30% . Err B T TP . . B .
0%
12:00 16:00 20:00 8. Aug 04:00 08:00
Jdynatrace
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https://www.dynatrace.com/blog/introducing-fully-automated-support-for-go-based-application-monitoring
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Premium Log Analytics

Yearly average usage estimate

* Removes the limits of log analytics -

GB

- What if you want to retain logs longer ?

. Store log data in cloud repository

- What if your logs disapear with instance of container?

Log storage size (projected)

18.6 GB

Jul'18

* Central storage of log files (harvesting) 931.G8

0B

- Short log retention periods or volatile log storage i e s i SRS b

Storage size

Storage size 11 GB

- Legal requirements for keeping logs archived centrally , ,
Data retention settings

for long time periods istaislogsst e for

; @ 52 | days
5 days 30 days 90 days

ifdynatrace
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Waterfall findings and JavaScript error details
included in web checks

Web checks www.easytravel.com Analysis

Web check analysis <

for web check www.easytravel.com

Select Location | Dallas ~

10:55 11:00 11:05 1110 11215 11:20 11:25 11230 11:35 11:40 11:45 11:50 11:55 12:00 1205 12210 12215 12:20 12:25 12:30 12:35 12:40

Top findings for the selected time range

E Status E Slowest run E Fastest run

8 successful runs, 0 cutages 5.56 s duration at May 23, 11:11:.00 2.84 s duration at May 23, 12:26:00

Analyze a specific web check run

Select web check run for detailed analysis | May 23, 10:56:00 +

3.06 s duration

— —
Loading of hitp:/fec2-54-210-22-3.compute-1.amazenaws.com:8079/

Detailed breakdown
for Loading of page /

Focuson| full waterfall ~ |, and| don't group ~

dynat %
U D 17 text resources not compressed as 5 resources larger than 100 kb @ T slow first party resource @ 11 slow third party resources & 19 contacted third party domains



